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A B S T R A C T

Cell localization in medical image analysis is a challenging task due to the significant variation in cell
shape, size and color. Existing localization methods continue to tackle these challenges separately, frequently
facing complications where these difficulties intersect and adversely impact model performance. In this paper,
these challenges are first reframed as issues of feature misalignment between cell images and location maps,
which are then collectively addressed. Specifically, we propose a feature alignment model based on a multi-
scale hypergraph attention network. The model considers local regions in the feature map as nodes and
utilizes a learnable similarity metric to construct hypergraphs at various scales. We then utilize a hypergraph
convolutional network to aggregate the features associated with the nodes and achieve feature alignment
between the cell images and location maps. Furthermore, we introduce a stepwise adaptive fusion module to
fuse features at different levels effectively and adaptively. The comprehensive experimental results demonstrate
the effectiveness of our proposed multi-scale hypergraph attention module in addressing the issue of feature
misalignment, and our model achieves state-of-the-art performance across various cell localization datasets.
1. Introduction

The primary objective of cell localization is to precisely determine
the position of each cell in an image. This task holds significant applica-
tions in the medical domain, including embryo counting for infertility
treatment and malignant cell detection for cancer diagnosis. Moreover,
precise cell localization is a fundamental initial step for further medical
image analysis, such as cell segmentation [1] and the identification of
subcellular localization of protein signals [2]. As depicted in Fig. 1(a),
the considerable variability in cell shape, size, and color poses a major
challenge to the cell localization task. To overcome these challenges,
existing methods [3,4] typically rely on the location maps paradigm
for cell localization. In this paradigm, the localization network predicts
a location map, which is then post-processed to derive the number and
spatial coordinates of the cells. The location map, also known as the
Ground Truth (GT), is illustrated in Fig. 1(b).

In order to tackle the challenge of disparities in cell size and
shape, Tofighi et al. [3] propose a Tunable Shape Prior Convolutional
Neural Network (TSP-CNN). This model incorporates shape priors,
which are customized to match the intricate and diverse cell shapes in
images. By including a trainable and optimized shape prior layer, this
model significantly improves cell localization performance. However,
the fixed shape priors of this approach restrict its applicability to other
scenarios. To address the issue of significant variations in cell color,
Li et al. [4] propose a multi-scale difference convolution module. The
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module applies difference convolution [5] to cell localization, using
difference operations to mitigate pixel differences between cells of
varying color depths. This approach enhances the model’s robustness
to cell color in images. However, difference convolution amplifies the
edge information of cells in the feature map, which to some extent
exacerbates the interference of cell shape to the model.

Existing cell localization methods are still limited to independently
addressing the significant variation in cell shape, size, and color, lead-
ing to multiple problems that interfere with each other and severely
limit performance. To address this issue, we first propose defining the
problem uniformly as the challenge of feature misalignment between
cell images and GT.

Specifically, Fig. 1(a) displays a pathological image with the corre-
sponding GT shown in Fig. 1(b). The pixel distributions of the color-
marked cells (Fig. 1(c)) and GT (Fig. 1(d)) are shown in the subfigure
below, with the horizontal axis representing the distance from the cen-
ter point of the cell and the vertical axis representing the relative pixel
values. The three curves in Fig. 1(c) illustrate the feature distributions
of three cells corresponding to the color-marked points in Fig. 1(a),
where the starting point on the left side of the curve corresponds to the
cell center, and the feature distribution extending along the positive 𝑋-
axis from the cell center is depicted as shown in the curve. For example,
the center of the red cell is relatively dark in Fig. 1(a), resulting in
a relatively small pixel value at the beginning of the red curve in
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Fig. 1. Mapping cell images to ground truth is challenging due to the problem
of feature misalignment. This is due to the complex and diverse pixel distribution
caused by the drastic changes in cell size, shape and color, which conflicts with the
uniform feature distribution in GT. The three curves in Fig. 1(c) illustrate the feature
distributions of three cells corresponding to the color-marked points in Fig. 1(a), where
the starting point on the left side of the curve corresponds to the cell center, and the
feature distribution extending along the positive 𝑋-axis from the cell center is depicted
as shown in the curve. In Fig. 1(a), we have labeled only three out of four cells in the
enlarged area for the sake of brevity.

Fig. 1(c). The pixel values increase significantly when the distance
from the center point exceeds the cell range and reaches the white
background, but then decrease again as the curve reaches the edge
of the black cell at a distance of about 20 pixels. However, the pixel
distribution corresponding to the GT in Fig. 1(d) uniformly decreases
from the center of each cell, leading to a feature misalignment issue.

Existing CNN-based methods are constrained in addressing the fea-
ture misalignment problem due to the convolutional kernel design,
which limits the ability to capture correlations between different re-
gions. Standard convolution presents two obvious drawbacks: (1) the
use of convolution kernels for uniform mapping of local regions hinders
the exploration of feature correlation; (2) the design of local receptive
fields limits the feature aggregation capability. Fig. 2(a) illustrates the
limitations of standard convolution in dealing with complex-shaped
objects, where the use of fixed-shaped convolution kernels results in
either insufficient or excessive convolution. To overcome these lim-
itations, researchers proposed deformable convolution [6,7], which
allows convolution kernels to deform within a certain range to adapt
to more flexible target features. However, deformable convolution in-
troduces high computational complexity due to the added deformation
networks and parameters, which significantly increases the model’s
computational requirements and parameter count. Additionally, the
deformation network and parameters are susceptible to the input im-
age’s deformation, leading to inaccurate convolutional kernel sampling
positions and suboptimal model performance for distorted or deformed
input images.

Ideally, it is desirable for the model to continually aggregate the
features surrounding the cell towards its central point, without resort-
ing to learning supplementary parameters to achieve feature alignment
between the image and GT. Remarkably, we discover that the above-
mentioned solution approach bears a striking resemblance to the node
aggregation characteristics observed in graph neural networks [8,9].
2

Fig. 2. Comparison of feature sampling process between standard convolution (a) and
hypergraph convolution (b). Due to the design limitations of standard convolution,
including the convolution kernel and the local receptive field, its ability to explore
relationships between features is restricted, making it challenging to effectively aggre-
gate features from different spatial extents. In contrast, hypergraph convolution can
adaptively aggregate features from different ranges by utilizing hyperedges.

However, owing to the pairwise connections only existing between
nodes in graph, it is challenging to model the wide-ranging features
surrounding the cell. Therefore, we introduce hypergraph neural net-
works [10–12] to the cell localization task for the first time. As shown
in Fig. 2(b), the hypergraph convolution adaptively aggregates features
to cell centroids by continuously learning to aggregate of neighboring
nodes, which in turn enables feature alignment with the GT. In ad-
dition, given that traditional similarity measures based on Euclidean
distance are difficult to distinguish cells and their similar backgrounds,
this paper designs a multi-metric approach to construct the attention
matrix. Further, since varying sizes of localization targets lead to
different ranges of features to be aggregated, we design a multi-scale
hypergraph to enable the model to adaptively aggregate features at
different scales, thus achieving feature alignment.

The objective of this paper is to address the significant variations
in cell shape, size, and color encountered in cell localization tasks.
Firstly, we reframe these challenges as a feature misalignment issue
between cell images and location maps. Secondly, we introduce a
novel feature alignment model that effectively tackles this problem
in cell localization. To this end, we propose a multi-scale hypergraph
attention module that captures features of neighboring nodes at differ-
ent scales. This method allows for the alignment of features between
cell images and location maps, resulting in enhanced accuracy of
cell localization. Moreover, we introduce a stepwise adaptive fusion
module that efficiently reassigns weights to features for optimal fu-
sion. Adequate experimental results show that our model achieves
state-of-the-art performance on a variety of cell localization datasets.

In brief, this paper makes the following contributions:
∙ This paper innovatively addresses the challenges stemming from

significant variations in cell shape, scale, and color by reframing them
as a feature misalignment problem between cell images and location
maps, thereby presenting a unified solution to these complexities.

∙ We propose an innovative multi-scale hypergraph attention mod-
ule that achieves feature alignment through the adaptive aggregation
of features across various scale ranges.

∙ The proposed model achieves state-of-the-art performance on mul-
tiple cell localization datasets and reveals great potential.

The rest of paper is structured as follows: Section 2 provides a re-
view of related works, while Section 3 presents the proposed method in
detail. In Section 4, the experimental results and analysis are presented.
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Section 5 discusses the hypergraph module, and Section 6 presents the
conclusion and future outlook.

2. Related works

This section presents a comprehensive overview of related works
that are pertinent to the contributions of this paper. Initially, we intro-
duce existing works that aim to tackle the issue of feature misalignment
in cell localization and counting tasks, including problems with cell
shape, scale, and color. Subsequently, we discuss feature alignment
approaches that are frequently utilized in medical image analysis.
Finally, we introduce relevant works on hypergraph neural networks.

2.1. Feature alignment in cell localization

To overcome the challenges posed by significant variations in cell
shapes, sizes, and colors typically observed in pathological images,
researchers have invested considerable effort in developing novel ap-
proaches. For instance, Tofighi et al. [3] have proposed a convolutional
neural network model called TSP-CNN to address the issue of diverse
cell shapes and sizes. This model incorporates shape priors, with the
assistance of domain experts, via a trainable shape prior layer that aims
to closely match the complex and varied shapes of cells in cell images.
Meanwhile, Chen et al. [13] have addressed the issue of significant
color variations in cells by defining a direction field for each pixel and
setting the direction field of background pixels to zero. This improves
the model’s ability to accurately recognize light-colored cells. More-
over, Li et al. [4] have fully exploited gradient information at different
scales by aggregating multi-scale difference convolutions [5], thereby
enhancing the model’s robustness to color. To distinguish foreground
and background more effectively, Guo et al. [14] have introduced a
self-attentive module based on the U-Net [15] network to improve
localization and counting performance. In addition, Li et al. [16] de-
signed a lightweight and efficient cell localization network, Lite-UNet,
which improves performance while saving computational cost.

The aforementioned works have significantly improved the accuracy
of cell localization. Nevertheless, such works are often customized to
address specific challenges, which may restrict their applicability in a
more general context. Moreover, the coexistence of multiple challenges
may exacerbate the issue by interfering with each other, leading to
further declines in localization performance.

2.2. Feature alignment for other fields in medical image analysis

In the field of medical image analysis, feature alignment strategies
are typically based on deformable convolution. For instance, Huang
et al. [17] have introduced a feature alignment module based on
deformable convolution [6,7] to align features from different lev-
els in FPN structures. Similarly, Xie et al. [18] have employed fea-
ture alignment strategies in medical image segmentation, utilizing
deformable convolution layers to address ambiguous semantic infor-
mation. Deformable convolution is also utilized in DefED-Net, a de-
formable encoder–decoder network proposed by Tao et al. [19] for
liver and liver tumor segmentation. In the domain of cell detection,
Li et al. [20] have extended the Faster R-CNN [21] model by incorpo-
rating deformable convolution into the FPN structure to detect cervical
cancer cells in whole slide images of Pap smear specimens. Despite the
effectiveness of deformable convolution in various image analysis tasks,
they are still limited by inherent problems, such as high computational
costs and the challenge of determining optimal parameters.

These works utilizing deformable convolution described above have
largely addressed the issue of feature misalignment. However, it is
associated with two primary drawbacks. Firstly, additional deforma-
tion networks and parameters are introduced, leading to a significant
increase in the model’s computational complexity and parameter count.
Secondly, deformable convolutions can be sensitive to image deforma-
tion, resulting in inaccurate sampling positions of convolution kernels
and ultimately impairing the model’s performance.
3

2.3. Hypergraph neural network

Convolutional Neural Networks (CNNs) have been widely used in
various fields, but their applicability is limited when applied to non-
grid structured data. To overcome this limitation, Graph Neural Net-
works [8,22] (GNNs) have been introduced to perform message passing
and pooling operations on nodes for processing non-grid structured
data. However, GNNs struggle with high-order feature relationships.
Recently, the HyperGraph Neural Network [10,23,24] (HGNN) has
emerged as a promising alternative to GNNs, taking advantage of the
hypergraph structure to handle high-order relationships. Hypergraphs
are capable of connecting multiple nodes to a group of hyperedges,
allowing for the representation of complex relationships between mul-
tiple nodes simultaneously. Currently, hypergraphs are better used in
several fields, including segmentation [25], heterogeneous data [26]
and re-identification [27].

To the best of our knowledge, HGNN has not been applied in object
localization tasks, encompassing cell localization, crowd localization,
and vehicle localization. It is worth noting that in such tasks, the
location map often exhibits a pixel distribution that extends outward
from the center, which aligns well with the node aggregation feature
of HGNNs.

3. Our method

The Multi-scale Hypergraph-based Feature Alignment Network
(MHFAN) consists of three main modules, as illustrated in Fig. 3. These
modules include: (i) the backbone network, which extracts multi-scale
features from the input pathological image; (ii) the Multi-scale Hyper-
graph Attention (MHA) module, which adaptively aggregates features
in the vicinity of nodes; and (iii) the Stepwise Adaptive Fusion (SAF)
module, which adaptively fuses information from different feature
levels. First, the pathological image is fed into the backbone network,
which generates four feature maps of different levels. Then, the MHA
module optimizes each feature map by adaptively aggregating feature
information near nodes. Finally, the SAF module fuses features from
various levels to create a fused feature map, which is used to generate
the predicted location maps via up-sampling and convolution.

3.1. Backbone network

Cell localization task often involve small and lightly colored cells,
thus requiring a backbone network that can provide fine-grained fea-
tures. Several existing backbone networks provide multiple stages of
features, including VGG-16 [28], ConvNeXt-Base [29], and HRNet-
W48 [30]. VGG-16 employs consecutive 3x3 convolutional kernels to
implement deep networks and thus improve performance. ConvNeXt-
Base integrates various techniques from existing convolutional net-
works, such as large convolutional kernels, deep separable convolution,
inverse bottleneck design, to achieve the highest accuracy at the time
on ImageNet. HRNet-W48 maintains high-resolution features and con-
stant interaction between features at different levels, making it well-
suited for pixel-level prediction tasks. To demonstrate the generality
of our method, we conducted experiments with these three backbone
networks, which are detailed in the experimental section.

3.2. Multi-scale hypergraph attention module

After extracting multi-scale features from the HRNet backbone, we
utilize the Multi-scale Hypergraph Attention (MHA) module to opti-
mize each feature map. Specifically, this module partitions the image
into multiple local regions, where each region acts as a node in a
hypergraph. By employing a learnable similarity metric, we generate
a correlation matrix that represents the correlation between the nodes.
Next, we create multi-scale hyperedges based on this matrix, with each
hyperedge capturing feature information at different scales. To enhance
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Fig. 3. The overall framework of the Multi-scale Hypergraph-based Feature Alignment Network (MHFAN) model. The model mainly include three modules: (i) the backbone
network, which extracts multi-scale features from the input pathological image; (ii) the Multi-scale Hypergraph Attention (MHA) module, which adaptively aggregates features in
the vicinity of nodes; and (iii) the Stepwise Adaptive Fusion (SAF) module, which adaptively fuses information from different feature levels.
the expression of node features, we use hypergraph convolution to
adaptively aggregate features around the nodes at multiple scales. This
results in a more accurate distribution of the cell centroid and enables
feature alignment between the cell images and the location maps.

The feature map, denoted by 𝐹 ∈ R𝐶×𝐻×𝑊 , is partitioned into
𝐶 × 1 × 1 pixel blocks that serve as nodes. A correlation matrix is
then constructed based on learnable similarity metrics, which forms
the basis for constructing hyperedges in subsequent stages. Typically, a
smaller Euclidean distance between node features in an image indicates
a stronger association between the nodes. Therefore, we compute the
similarity between two nodes 𝑖 and 𝑗 using the Euclidean distance.
However, in certain cell localization scenarios, differentiating cells from
similar backgrounds using only Euclidean distance can be challenging,
especially when light-colored cells are indistinguishable from their sur-
roundings, which are highly similar. To address this issue, we propose
a new approach based on weighted cosine similarity. Unlike Euclidean
distance, cosine similarity considers only the angle between vectors and
is not affected by the absolute size of feature vectors, making it more
suitable for high-dimensional feature spaces. Moreover, cosine similar-
ity is more sensitive to measuring similar features, which can alleviate
confusion between certain cells and their similar backgrounds. To
improve the model’s ability to capture the interplay between cells and
their surrounding background, we build upon previous work [31,32]
by allowing the model to learn the similarities between node features
autonomously. To achieve this, we introduce learnable parameters,
resulting in the cosine similarity between nodes being represented as
a learnable quantity. The learnable cosine similarity is computed using
the following equation:

𝑆𝑖𝑚(𝑓𝑖, 𝑓𝑗 ) =
(𝑓𝑖𝑊𝑖)(𝑓𝑗𝑊𝑗 )𝑇

‖𝑓𝑖𝑊𝑖‖2 ⋅ ‖𝑓𝑗𝑊𝑗‖2
, (1)

where 𝑊𝑖 and 𝑊𝑗 are learnable weights, 𝑓𝑖 is feature vector of 𝑖, and
‖ ⋅ ‖2 denotes the 𝐿2 norm.

In this study, we propose a method to measure the similarity be-
tween node features by combining the Euclidean distance 𝑀𝑑𝑖𝑠 and the
learnable cosine similarity 𝑀𝑠𝑖𝑚. However, we note that the discrep-
ancy between 𝑀𝑑𝑖𝑠 and 𝑀𝑠𝑖𝑚 can be disproportionately large due to
the varying similarity measures of node features, resulting in the loss
of the weighting effect on one or both sides. To address this issue, we
normalize 𝑀𝑑𝑖𝑠 and 𝑀𝑠𝑖𝑚 using the Softmax function. Specifically, we
apply Softmax normalization to each row of both matrices, converting
them into probability distributions. This ensures that both matrices
4

have the same value domain and the weighting effect of either matrix
is preserved. Finally, we combine the normalized matrices to obtain the
correlation matrix 𝐶𝑜𝑀𝑎𝑡 using the following formula:

𝐶𝑜_𝑀𝑎𝑡 = 𝛼 ×𝑀𝑑𝑖𝑠 + 𝛽 ×𝑀𝑠𝑖𝑚, (2)

where 𝛼 and 𝛽 are hyperparameters used to adjust the ratio of the
distance matrix and the similarity matrix, which would be discussed
in Section 5.1.

Algorithm 1 Hypergraph Construction

Input: Embedding 𝑋
Function: Construct multi-scale hypergraph incidence matrix 𝐻 based
on Euclidean distance and learnable cosine similarity.
1: for F in 𝑋 do
2: 𝑀𝑡𝑚𝑝 = Eu_dis(F)
3: 𝑀𝑑𝑖𝑠.append(𝑀𝑡𝑚𝑝)
4: end for
5: Generate 𝑀𝑠𝑖𝑚 according to Eq. (1)
6: 𝑀𝑑𝑖𝑠 = Softmax(𝑀𝑑𝑖𝑠)
7: 𝑀𝑠𝑖𝑚 = Softmax(𝑀𝑠𝑖𝑚)
8: 𝐶𝑜_𝑀𝑎𝑡 = 𝛼 ×𝑀𝑑𝑖𝑠 + 𝛽 ×𝑀𝑠𝑖𝑚
9: for i in range(len(𝐶𝑜_𝑀𝑎𝑡)) do
10: 𝐻𝑡𝑚𝑝1 = Construct_H_with_KNN(𝐶𝑜_𝑀𝑎𝑡[i], k=K1)
11: 𝐻𝑡𝑚𝑝2 = Construct_H_with_KNN(𝐶𝑜_𝑀𝑎𝑡[i], k=K2)
12: 𝐻𝑡𝑚𝑝3 = Construct_H_with_KNN(𝐶𝑜_𝑀𝑎𝑡[i], k=K3)
13: 𝐻1.append(𝐻𝑡𝑚𝑝1)
14: 𝐻2.append(𝐻𝑡𝑚𝑝2)
15: 𝐻3.append(𝐻𝑡𝑚𝑝3)
16: end for
Output: Multi-scale hypergraph incidence matrix 𝐻1, 𝐻2, 𝐻3

After computing the correlation matrix 𝐶𝑜_𝑀𝑎𝑡, we propose a
methodology for constructing a multi-scale hypergraph that captures
feature relationships at varying scales. We determine the number
of neighboring nodes and specific values based on some previous
works [33,34] and sufficient experiments, as described in Section 5.1.
Specifically, we construct hyperedges using the K1, K2, and K3 neigh-
boring nodes and the corresponding correlation matrix 𝐶𝑜_𝑀𝑎𝑡. Al-
gorithm 1 outlines the overall process of constructing the multi-scale



Pattern Recognition 149 (2024) 110260B. Li et al.

s
m
t
S
v
v
C
n
t

t
t
c
o
U
c
n
p
a
i
t
h
a

𝑋

3

f
w
r
S
a
s

a
i
f
l
N
s
a
s
t
a
o
f
t
a

𝑋

𝑆

w
R
m
o
p
t
o

i
6

hypergraph. Here, 𝐸𝑢_𝑑𝑖𝑠(𝐹 ) refers to the Euclidean distance cal-
culation between each node in the feature map 𝐹 , which is first
converted to 𝐹 ∈ R𝐻𝑊 ×𝐶 for a stage of the backbone network. More
pecifically, 𝐸𝑢_𝑑𝑖𝑠(𝐹 ) calculates the distance between each row in the
atrix 𝐹 , returning the matrix of 𝑀𝑡𝑚𝑝 ∈ R𝐻𝑊 ×𝐻𝑊 , which represents

he distance relationship between each node. Subsequently, we apply
oftmax to each row of the matrices 𝑀𝑑𝑖𝑠 and 𝑀𝑠𝑖𝑚, converting all
alues into probabilities and ensuring the two matrices have the same
alue domain without losing the weighting effect of either. Finally, the
onstruct_H_with_KNN function is used to identify the K neighboring
odes that are most adjacent to the current node and thus construct
he super-edge, as detailed in Section 5.1.

We employ hypergraph convolutional structures to propagate fea-
ures within hypergraphs of different scales. This approach combines
he features of each node with those of its neighbors through hyperedge
onnections using a convolutional method, resulting in the generation
f new node features and adaptive aggregation of multi-scale features.
ltimately, we observe that the features optimized by the hypergraph
onvolutional network tend to become overly smooth, leading to a sig-
ificant loss of feature discriminability [35]. To mitigate this issue, we
ropose a novel approach where hypergraph output features are used
s attention weights to fine-tune feature optimization. This technique
mproves both the interpretability and generalization performance of
he model. Specifically, the original features are optimized using the
ypergraph-optimized features as attention. The process is illustrated
s follows:
𝑜𝑢𝑡 = 𝑆𝑖𝑔𝑚𝑜𝑖𝑑(𝑀𝐻(𝑋𝑖𝑛)) ⋅𝑋𝑖𝑛. (3)

.3. Stepwise adaptive fusion module

After the optimization with the MHA module, the features from the
our stages must be aligned with the features located at different levels
ithin the location map. To achieve the adaptive selection of the most

elevant features across multiple hierarchical levels, we introduce a
tepwise Adaptive Fusion (SAF) module. This module is designed with
layer-by-layer approach, which allows for the effective selection of

ignificant features and improves the overall performance of the model.
In our model, the SAF module is utilized thrice to merge features

t various hierarchical levels. As depicted in the SAF module diagram
n the lower right corner of Fig. 3, the SAF module receives two input
eature maps from different levels. Firstly, we up-sample the higher-
evel feature map to the same resolution as the lower-level feature map.
otably, to retain the geometric information of the original image, we

et the 𝑎𝑙𝑖𝑔𝑛_𝑐𝑜𝑟𝑛𝑒𝑟𝑠 parameter to 𝑇 𝑟𝑢𝑒 during the up-sampling process,
ligning the pixel values of the original four corners with the up-
ampled pixel values. Secondly, we concatenate the features from the
wo stages by channels and employ a channel transformation operation
kin to the Squeeze-and-Excitation module to capture the significance
f various channels. Subsequently, we multiply the sigmoid-activated
eatures with the original concatenated features element-wise to adap-
ively weigh the channel information. The entire process is illustrated
s follows:
𝑜𝑢𝑡 = 𝑋𝑖𝑛 ⋅ 𝑆𝑖𝑔𝑚𝑜𝑖𝑑(𝑆𝐸([𝑋𝐿𝑜𝑤, 𝑈𝑝(𝑋𝐻𝑖𝑔ℎ)])), (4)

𝐸 = 𝑊2 ⋅ 𝑅𝑒𝐿𝑈 (𝑊1𝑋), (5)

here 𝑈𝑝(⋅) refers to the up-sampling operation, 𝑊1 ∈ R
𝐶
𝑟 ×𝐶 and 𝑊2 ∈

𝐶× 𝐶
𝑟 . Finally, we feed the output features 𝑋𝑜𝑢𝑡 into the subsequent SAF

odule with the features from the next stage, achieving another round
f adaptive feature fusion. After three rounds of feature fusion, we
erform a straightforward up-sampling convolution operation, similar
o the one used in U-Net [15], to resize the output features to the
riginal image size.
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4. Experiments and analysis

4.1. Datasets and experimental details

In the field of cell localization and counting, the BCData [36] and
PSU [3] datasets, consisting of 1338 and 120 images respectively, are
currently the primary public datasets. To further validate the effective-
ness of our proposed method, we have transformed the cell instance
segmentation datasets [37,38] into cell localization datasets, named
ccRCC Grading and CoNIC, respectively. In the subsequent sections, we
provide a comprehensive description of all the datasets.

The BCData [36] is a large-scale dataset for localizing Ki-67 cells
n breast tumor cells. It comprises 1,338 images with a resolution of
40 × 640 and 181,074 annotated tumor cells. The tumor cells exhibit

diversity in size and shape, and the staining depth of the cells varies
widely.

The ccRCC Grading [37] dataset is originally created for grading
the nuclei of ccRCC cells. It includes 1000 H&E stained image patches
with a resolution of 512 × 512, containing a total of 70,945 labeled
nuclei, each with an instance segmentation mask and a classification
mask. In order to repurpose this dataset for cell localization, we utilized
a segmentation map-based union domain analysis algorithm to derive
the centroids of the cells. The resulting dataset, which we call ccRCC
Grading, can be used for cell localization tasks.

The CoNIC [38,39] dataset is currently the largest dataset used for
nucleus segmentation in histopathological images stained with Hema-
toxylin and Eosin (HE). This dataset comprises 4981 samples, each
with a resolution of 256 × 256 pixels, and each sample has two types
of annotations: nucleus segmentation and classification. It stands as
one of the most extensive datasets available, containing approximately
500,000 labeled cell nuclei. Consistent with the processing of the ccRCC
Grading [37] dataset, to adapt this dataset for cell localization tasks, we
first transformed it into a localization dataset. Subsequently, we split
the dataset into a training set, consisting of samples from [0, 4000],
and a test set, consisting of samples from (4000, 4981], for validation
purposes.

The PSU [3] dataset is comprised of 120 images of colonic tissue
from 12 pigs, with a resolution of 612 × 452 and 25,462 annotated
cells. The images in this dataset are generally darker in tone. We uti-
lized the first 90 images in the dataset for training, and the remaining
30 images for validation purposes.

The images are uniformly resized to a resolution of 512 × 512
during both the training and testing phases, since the image sizes in the
aforementioned datasets do not vary significantly. The training process
is configured as follows: the loss function is selected as mean squared
error, the network parameters are optimized using Adam [40] as the
optimizer with a learning rate of 1e−4, a batch size of 6 is set, and
horizontal flip is employed for data augmentation. The experiments
are conducted on Ubuntu 18.04 with an NVIDIA Tesla P100 (∼16 GB).
Lastly, the experimental code and processed datasets will be publicly
available at GitHub (https://github.com/Boli-trainee/MHFAN).

4.2. Evaluation criteria

The objective of this paper is cell localization combined with cell
counting. Therefore, the evaluation criteria encompass both localiza-
tion and counting criteria.

Localization criteria: Following previous works [4,16], we utilize
F1-score, precision, and recall to assess the localization performance of
the model. Among these, F1-score serves as a comprehensive metric
that balances both precision and recall, standing out as a pivotal
indicator for comparison in this paper. A successful localization match
is determined when the distance between a predicted point and its
true counterpart is below a threshold 𝜎. The model’s performance is
evaluated using a fixed threshold at two levels (𝜎 = 5, 10), where a

smaller threshold value signifies a more stringent localization accuracy.
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Table 1
Quantitative comparison of localization and counting performance of different models
on the BCData test set. The best performance in this table is marked in bold, the
econd performance is marked with an underline. The arrow ↓ indicates that the larger

the indicator the better the performance, and the arrow ↑ indicates that the smaller
the indicator the better the performance. F1 scores are percentages, and the percent
sign is omitted in this paper. The same markings are used for all subsequent tables.

Methods Counting Localization(5) Localization(10)
MAE/RMSE↓ F1/Pre/Rec(%) ↑ F1/Pre/Rec(%) ↑

UNext 20.4/27.0 68.9/68.8/69.0 82.4/82.3/82.5
U_CSRNet 18.1/23.8 73.8/73.7/74.0 85.6/85.4/85.7
MPViT 22.3/29.2 75.3/79.3/71.6 85.5/90.1/81.4
U-Net 24.9/33.4 76.7/81.7/72.1 85.7/80.7/91.4
Lite-UNet 18.1/24.3 76.5/77.0/76.1 86.3/86.3/86.4
Attention U-Net 19.6/24.9 77.1/74.9/79.5 86.5/84.0/89.1
TransUNet 17.7/23.3 77.3/76.5/78.1 86.9/86.1/87.8
Swin Transformer 17.1/23.1 78.1/77.8/78.4 87.1/86.7/87.4
VGG16 17.7/23.2 79.2/78.6/79.8 86.9/86.3/87.5
HRNet 18.5/24.7 79.2/80.1/78.3 87.3/88.4/86.3
CMUNeXt 16.6/22.9 77.1/77.1/77.2 86.2/86.3/86.2
CMU-Net 19.7/25.1 78.0/75.5/80.7 86.5/83.7/89.5
ConvNeXt-Base 18.9/26.0 79.3/82.1/76.7 87.4/90.5/84.6
M_HRNet 19.9/25.6 79.3/80.2/78.3 87.2/88.3/86.2
DAE-Former 17.9/24.0 79.6/79.0/80.2 88.1/87.4/88.8

Ours(VGG16) 17.1/22.7 80.0/80.1/79.9 87.7/87.9/87.6
Ours(ConvNeXt) 17.2/23.0 80.2/79.8/80.5 88.2/89.0/87.4
Ours(HRNet) 16.2/21.2 81.8/82.1/81.5 88.5/88.9/88.1

Table 2
Quantitative comparison of localization and counting performance of different models
on the BCData val set.

Methods Counting Localization(5) Localization(10)
MAE/RMSE↓ F1/Pre/Rec(%) ↑ F1/Pre/Rec(%) ↑

UNext 22.8/28.8 67.5/66.4/68.5 81.9/80.6/83.2
U_CSRNet 19.8/25.3 75.7/74.3/77.0 86.8/85.3/88.3
MPViT 21.5/27.7 74.4/76.5/72.4 85.8/88.3/83.5
U-Net 22.3/28.3 75.6/73.1/78.2 86.3/83.4/89.3
Attention U-Net 23.4/28.5 75.1/71.9/78.5 86.1/82.5/90.0
TransUNet 23.6/29.6 76.2/79.1/73.5 86.3/89.6/83.2
Swin transformer 19.9/25.8 76.1/74.7/77.5 86.8/85.2/88.3
VGG16 19.9/25.8 77.7/76.0/79.3 86.6/84.8/88.5
HRNet 22.2/27.8 77.0/76.5/77.5 86.5/86.0/87.1
CMUNeXt 19.7/25.1 75.3/75.7/74.8 84.6/85.1/84.0
CMU-Net 20.5/16.2 76.4/76.3/76.4 85.7/85.6/85.8
ConvNeXt-Base 20.6/27.2 77.6/78.7/76.5 87.2/88.5/86.1
M_HRNet 20.7/26.5 79.6/79.9/79.4 88.0/88.3/87.7
DAE-Former 20.5/26.9 77.9/76.7/79.1 87.6/86.2/88.9

Ours(VGG16) 19.0/24.5 78.1/77.2/79.0 87.2/86.3/88.2
Ours(ConvNeXt) 19.3/24.9 78.0/76.7/79.3 87.5/86.1/88.9
Ours(HRNet) 18.1/22.3 80.0/79.0/81.1 88.3/87.1/89.5

Counting criteria: Following previous works [4,36], Mean Absolute
rror (MAE) and Root Mean Squared Error (RMSE) are utilized to
valuate the counting performance of the model. MAE is more sensitive
o the magnitude of the prediction error because it takes into account
he absolute value of the error. RMSE, on the other hand, is measured
y calculating the root mean square of the squared difference between
he predicted and true values, which means that it is more sensitive
o larger errors. The smaller the value of both, the better the counting
erformance of the model.

.3. Comparative experiments and analysis

We first evaluate the performance of our MHFAN model on the test
nd validation sets of the BCData dataset [36]. The quantitative com-
arison results are presented in Tables 1 and 2. It is evident from the
esults that our MHFAN model outperforms existing models in terms of
oth cell localization and counting performance. These models include
Next [41], U-CSRNet [36], MPViT [42], U-Net [15], Lite-UNet [16],
ttention U-Net [43], TransUNet [44], Swin Transformer [45], Hover-
6

et [46], CMU-Net [47], CMUNeXt [48], M_HRNet [4], W-Net [49],
Table 3
Quantitative comparison of localization and counting performance of different models
on the ccRCC Grading test dataset.

Methods Counting Localization(5) Localization(10)
MAE/RMSE↓ F1/Pre/Rec(%) ↑ F1/Pre/Rec(%) ↑

UNext 6.1/7.5 80.7/78.9/82.4 88.4/86.5/90.5
U_CSRNet 7.5/8.8 81.8/78.5/85.5 88.2/84.6/92.1
MPViT 6.2/7.8 82.0/82.5/81.6 88.5/88.4/88.7
U-Net 5.8/7.9 83.7/86.7/80.8 89.4/92.6/86.4
Lite-UNet 5.2/7.4 84.4/85.8/83.1 89.6/91.3/86.9
Attention U-Net 4.6/6.0 83.4/83.6/83.2 89.7/89.8/89.5
TransUNet 5.0/7.0 83.6/84.0/83.3 90.0/90.3/89.6
Swin Transformer 6.0/7.9 82.4/80.2/84.6 89.4/87.0/91.9
VGG16 5.3/6.8 83.9/82.8/84.9 89.4/87.8/90.9
HRNet 4.9/6.9 85.6/87.3/83.9 90.4/92.3/88.7
CMUNeXt 5.2/7.5 82.6/81.4/83.8 88.7/89.2/88.2
CMU-Net 5.7/7.3 83.7/83.4/83.9 89.8/89.4/90.2
Hover-Net 5.7/7.8 83.9/84.2/83.6 89.0/88.3/89.8
ConvNeXt-Base 5.8/7.1 83.7/82.9/84.4 89.4/88.5/90.3
DAE-Former 5.8/7.5 83.6/84.5/82.6 88.9/90.1/87.7
W-Net -/- 85.0/83.0/88.0 -/-/-
MHFAN(Ours) 4.7/6.4 86.6/88.1/85.1 91.2/92.8/89.6

Table 4
Quantitative comparison of localization and counting performance of different models
on the CoNIC test dataset.

Methods Counting Localization(5) Localization(10)
MAE/RMSE↓ F1/Pre/Rec(%) ↑ F1/Pre/Rec(%) ↑

UNext 25.1/33.0 71.6/76.9/66.9 77.6/83.5/72.6
U_CSRNet 17.8/24.7 72.6/73.7/71.5 78.7/80.0/77.5
MPViT 19.5/25.5 74.0/74.7/73.3 79.7/80.4/78.9
U-Net 20.0/24.9 77.7/81.9/73.9 82.9/87.4/78.8
Attention U-Net 14.3/19.7 79.0/79.9/78.1 83.9/84.9/82.9
TransUNet 20.0/27.5 74.1/76.8/71.7 80.5/83.3/77.8
Swin Transformer 24.1/30.8 76.3/81.4/71.8 80.8/86.2/76.0
HRNet 18.0/28.4 77.8/76.9/78.7 82.4/81.5/83.4
CMUNeXt 18.9/24.2 77.6/82.0/73.7 82.8/87.4/78.6
CMU-Net 19.2/26.1 78.5/80.4/76.6 83.3/86.4/80.2
Hover-Net 20.4/25.1 80.3/85.2/75.4 83.9/89.4/79.1
DAE-Former 20.1/25.3 77.4/81.9/73.4 83.2/87.9/78.9
M_HRNet 14.5/21.0 78.6/80.5/76.8 83.9/85.9/82.0
MHFAN(Ours) 15.5/20.7 81.6/84.9/78.5 85.3/88.7/82.0

and DAE-Former [50]. Since the size of the feature map output from
some models in the comparison model does not meet the localiza-
tion task specification, such as Swin Transformer, we upsampled its
multi-level output according to the stitching method in HRNet, and
then stitched them together to obtain the final output predicted map.
It is worth mentioning that we conducted experiments to investi-
gate the dependence of the proposed MHA module on different back-
bone networks. We built models based on three backbone networks:
VGG16 [28], HRNet [30], and ConvNeXt-Base [29]. The primary reason
for choosing the VGG16 and HRNet backbone is its adaptability and
universality. It not only provides the four-stage features required as
shown in Fig. 4 but is also widely adopted as the backbone network
in many current works [51–53]. Additionally, ConvNeXt is currently
a popular high-performance backbone. For comparison, we evaluated
the performance of localization using only the backbone network.
The results demonstrate that our modules consistently achieve signif-
icant performance improvements, regardless of the specific backbone
network used.

Our model uses the multi-scale hypergraph module to adaptively
aggregate the features of neighboring nodes in different ranges, making
the distribution of features near the cell center more reasonable. Specif-
ically, by utilizing point-spread-based location maps for supervision,
the hypergraph facilitates continuous learning of feature aggregation,
allowing for better alignment between cell images and corresponding
location maps. As shown in Table 1, compared to the existing subop-
timal model DAE-Former, our model(HRNet) improves the localization
performance by 2.2% at a threshold of 5 and the counting performance
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Fig. 4. Visual comparison of feature alignment capability among different localization models. Following the description in Fig. 1, this figure consists of four rows of images. The
first and third rows represent the location map predictions of various models based on pathological images, while the second and fourth rows depict the feature distribution of
three cells marked with corresponding colors from the first and third rows, originating from the cell center (the starting point of the curve) and extending along the positive 𝑋-axis.
From the purple ellipses in the images, it can be observed that our MHFAN model significantly enhances the feature values at the cell centers (indicated by the higher relative
position of MHFAN’s ellipses compared to other models). This results in more rational localization maps, thereby enhancing the precision of model localization. Furthermore, as
the MHFAN model here is built upon the HRNet backbone, additional ablation experiments in this figure demonstrate the effectiveness of our module. Additionally, ’’CE’’ denotes
count error. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
by 1.7 of MAE and 2.8 of RMSE. Further, experimental results also
demonstrate that our model(HRNet) outperforms the HRNet baseline,
achieving a localization performance improvement of 2.6% and 1.2% at
thresholds of 5 and 10, respectively. Additionally, the MAE and RMSE
in counting performance have improved by 2.3 and 3.5 than baseline,
respectively.

Furthermore, we also conducted evaluations on ccRCC Grading,
CoNIC and PSU datasets, with the results presented in Tables 3–5,
respectively. In these several datasets, our approach has demonstrated
significant advantages. Taking the largest dataset, CoNIC, as an ex-
ample, compared to the second-best method, M_HRNet, our MHFAN
achieved a remarkable increase in F1 scores by 3.0% and 1.4% at local-
ization thresholds of 5 and 10, respectively. Compared to the baseline
model, HRNet, the improvements were 3.8% and 2.9%, respectively.
These results highlight the state-of-the-art performance achieved by our
model across multiple datasets.

To clearly demonstrate the feature alignment capabilities of our
MHFAN(HRNet-based) model, we visually compare the feature align-
ment effects in the location maps predicted by different models (in-
cluding U-Net and HRNet), as depicted in Fig. 4. The figure consists
of 4 rows and 5 columns, following a similar layout to Fig. 1. The
first row presents the cell image alongside the corresponding location
maps generated by different models. The second row showcases the
feature distributions of three cell center points spreading along the
positive 𝑥-axis within the image or location maps. In order to showcase
the MHFAN model’s robustness in capturing variations in cell shape,
7

Table 5
Quantitative comparison of localization and counting performance of different models
on the PSU dataset.

Methods Counting Localization

MAE↓ RMSE↓ F1(5)↑ F1(10)↑

UNext 43.2 52.1 59.2 78.1
U_CSRNet 32.1 38.2 54.5 80.4
MPViT 36.6 44.7 61.1 81.0
U-Net 32.6 38.5 61.0 81.0
Lite-UNet 33.7 38.4 60.2 79.6
Attention U-Net 31.4 36.8 63.5 82.1
TransUNet 40.1 49.4 58.9 80.1
Swin Transformer 26.6 32.1 62.2 82.1
HRNet 27.6 32.4 66.1 83.5
DAE-Former 28.2 33.4 66.3 84.3
MHFAN(Ours) 28.9 33.9 70.7 86.4

color, and size, we specifically select cells labeled in blue (small size),
red (lighter color), and green (darker color and huge size). By dis-
tinguishing cells with different colors, we plot the pixel distributions
of these cells in the second row. The third and fourth rows follow
the same structure. From the purple ellipses in the images, it can be
observed that our MHFAN model significantly enhances the feature
values at the cell centers (indicated by the higher relative position
of MHFAN’s ellipses compared to other models). This results in more
rational localization maps, thereby enhancing the precision of model
localization. Furthermore, as the MHFAN model here is built upon
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Fig. 5. Visualization of cell localization performance of multiple models on the BCData test dataset. Where the circles indicate Ground Truth and the dots indicate predicted
results. Green indicates accurate prediction (TP) and red indicate wrong prediction (red circles for FN and red dots for FP). Therefore, the less red in the figure, the higher the
localization performance. For easier reading, images are transformed to gray-scale data. (For interpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)
the HRNet backbone, additional ablation experiments in this figure
demonstrate the effectiveness of our module.

Lastly, for visual comparison of the localization results, we present
the cell localization outcomes of multiple models on the BCData test
dataset in Fig. 5. The figure exhibits four sets of representative cell im-
ages, encompassing significant variations in cell shape, size, and color.
It is evident that our method consistently demonstrates outstanding
localization performance across diverse cell scenarios.

4.4. Ablation experiments

To further confirm the contribution of each module and the cor-
responding hyperparameters, we conducted a large number of exper-
iments based on the BCData dataset. Based on the HRNet backbone
network, we first added the MHA module on the Stage 4 branch
with the lowest resolution, and then added the Stage 3,2,1 branches
respectively. Then, we conducted sufficient experiments on each com-
bination to explore the pairing of different branches and modules to
the maximum extent possible. Finally, the multi-stage features were fed
into the SAF module for adaptive fusion. The step-by-step process of
module ablation is presented in Table 6.

Based on the findings presented in Table 6, several significant
conclusions can be drawn. Firstly, the incorporation of the hypergraph
attention module results in a substantial enhancement in the model’s
localization performance. Specifically, when the MHA module is added
solely to branch 4, there is a notable improvement of 1.9% (𝜎 = 5)
and 1.5% (𝜎 = 10) in localization performance. Secondly, the introduc-
tion of additional branches further enhances both the localization and
counting performance of the model. Lastly, in comparison to the simple
stacking approach employed in HRNet, the SAF module effectively
boosts the model’s localization performance.
8

Table 6
The ablation experiments of the MHFAN model on BCData val dataset.

Backbone Branches SAF Counting Localization
4/3/2/1 MAE/RMSE↓ F1(5)/F1(10)↑

✓ 22.2/27.8 77.0/86.5
✓ ✓/✘/✘/✘ 19.6/25.9 78.9/88.0
✓ ✘/✓/✘/✘ 20.6/26.3 79.3/87.9
✓ ✘/✘/✓/✘ 20.4/26.0 79.2/87.6
✓ ✘/✘/✘/✓ 20.7/27.0 79.3/87.7
✓ ✓/✓/✘/✘ 19.0/24.9 79.0/87.7
✓ ✓/✘/✓/✘ 21.0/26.6 79.2/87.7
✓ ✓/✘/✘/✓ 22.8/29.6 78.8/87.4
✓ ✘/✓/✘/✓ 20.1/25.2 78.5/87.8
✓ ✘/✘/✓/✓ 19.8/25.9 78.7/87.5
✓ ✘/✓/✓/✓ 19.3/25.5 79.3/87.9
✓ ✓/✘/✓/✓ 18.7/24.3 79.2/87.6
✓ ✓/✓/✘/✓ 18.4/23.1 79.0/88.4
✓ ✓/✓/✓/✘ 18.5/23.3 79.1/88.2
✓ ✓/✓/✓/✓ 18.2/23.1 79.2/88.2
✓ ✓/✓/✓/✓ ✓ 18.1/22.3 80.0/88.3

5. Discussion on multi-scale hypergraph attention

This subsection aims to provide further analysis to better compre-
hend the contribution of the multi-scale hypergraph attention module.
Firstly, we conduct experimental validation to assess the impact of
the multi-metric approach and multi-scale design. Secondly, we com-
pare the MHA module with well-known attention mechanisms such as
Squeeze-and-Excitation (SE) [54], Convolutional Block Attention Mod-
ule (CBAM) [55], and Global Attention Mechanism (GAM) [56]. It is
worth noting that the MHA module in this paper serves as an attention
weight module for feature optimization, similar to existing attention
mechanisms. Lastly, we also include a comparison with deformable
convolution, considering that most existing works [7,57] related to
feature alignment rely on deformable convolution extensions.
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Fig. 6. Quantitative comparison of localization performance under different scale designs on the BCData val dataset. It can be observed that the model achieves its optimal
localization performance when the multi-scale design is set to [3, 9, 15].
Table 7
Quantitative comparison of localization and counting performance of different metric
methods on the BCData val dataset.

Methods Counting Localization
MAE/RMSE↓ F1(5)/F1(10)↑

Baseline 22.2/27.8 77.0/86.5
Dis(𝛼 = 1, 𝛽 = 0) 22.0/28.3 77.7/86.6
Sim(𝛼 = 0, 𝛽 = 1) 21.5/27.5 77.6/86.7
Dis+Sim × 0.5(𝛼 = 1, 𝛽 = 0.5) 21.4/28.0 78.7/87.4
Dis × 0.5+Sim(𝛼 = 0.5, 𝛽 = 1) 21.5/27.5 78.6/87.0
Dis+Sim(𝛼 = 1, 𝛽 = 1) 21.3/27.7 78.1/86.9

5.1. Analysis of multi-metric and multi-scale

Multi-metric analysis: In this subsection, we delve into the multi-
metric approach of the MHA module. Specifically, we conduct experi-
mental analysis on the hyperparameters 𝛼 and 𝛽 in Eq. (2), and present
the results in Table 7. The hyperparameters 𝛼 and 𝛽 determine the rel-
ative contribution of Euclidean distance and learnable cosine similarity
to the correlation matrix. In order to investigate this, we experimented
with five commonly used sets of ratios. The results demonstrate that
the multi-metric approach effectively captures more correlations be-
tween features compared to the single metric approach, consequently
enhancing both model counting and localization performance. Notably,
when 𝛼 = 1 and 𝛽 = 0, the classical hypergraph neural network is
represented. Moreover, the performance is significantly influenced by
the metric matrices with different weight ratios. Notably, the optimal
performance is achieved when 𝛼 = 1 and 𝛽 = 0.5, further affirming the
efficacy of the multi-metric approach in improving performance.

Multi-scale analysis: This subsection presents an experimental
analysis of the scale design, encompassing both single-scale and multi-
scale approaches for different neighbor nodes, as illustrated in Fig. 6.
Given the scale range of cells in pathological images, we set the K
values ranging from 3 to 24. Each K value corresponds to a distinct
correlation matrix H. The specific combinations of K values were
determined based on some previous works [33,34] and sufficient ex-
periments. By aggregating features from neighboring nodes at different
scales, the model effectively captures information across various scales.
The experimental results demonstrate that node aggregation at a single
9

Table 8
Quantitative comparison of the localization and counting performance of our MHA
module, attention mechanism (GAM, CBAM, and SE), and deformable convolution (DC)
on the BCData test dataset.

Methods Counting Localization

MAE↓ RMSE↓ F1(5)↑ F1(10)↑

Baseline 18.5 23.3 79.2 88.2
+ GAM 17.8 23.3 81.0 87.9
+ CBAM 17.7 23.1 80.7 87.6
+ SE 16.6 21.6 80.8 87.8
+ DC 17.2 22.8 81.5 88.4
+ MHA (Our) 16.2 21.2 81.8 88.5

scale underperforms compared to node aggregation at multiple scales.
Notably, the best performance is achieved when the scales are set to 3,
9, and 15, respectively.

5.2. Comparison with attention mechanism and deformable convolution

Referring to Section 3.2, we address the oversmoothing issue by
utilizing the hypergraph output as attention weights to augment the
original features. This strategy shares similarities with attention mech-
anisms frequently employed in visual tasks. Consequently, we compare
attention modules with the proposed MHA module to further demon-
strate the superiority of our approach. As discussed in Section 2.2,
Deformable Convolution (DC) [7] is more commonly utilized in feature
alignment tasks. Hence, we extend our comparison to include the DC
module. The results are presented in Table 8.

Specifically, we compare our method with popular attention mecha-
nisms, including SE [54], CBAM [55], and GAM [56]. Among these, SE
focuses on channel attention, while CBAM and GAM incorporate both
channel and spatial attention. Additionally, we include a comparison
with DC [7], which are widely used in current feature alignment
studies. By keeping all other parameters constant and solely replacing
the MHA module with the aforementioned module, we evaluate and
present the performance comparison in Table 8. It is evident that our
MHA module surpasses attention mechanisms and DC in terms of cell
localization and counting. Convolution-based attention mechanisms
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and DC struggle to capture the intrinsic connections among features
and adaptively aggregate features around nodes for effective feature
alignment.

5.3. Limitations of hypergraph

We discuss the limitations of our work from two perspectives.
Firstly, the smoothed features after hypergraph optimization pose a
challenge in direct utilization. In this paper, we address this issue by
optimizing the original features using attention mechanisms, partly
due to the inherent difficulty in avoiding the over-smoothing prob-
lem. However, treating features as attention to enhance the original
ones inevitably leads to some information loss. Therefore, the over-
smoothing issue imposes certain constraints on our module. Secondly,
there is a computational cost concern. The current model design is
relatively intricate and computationally intensive due to the substantial
number of hypergraph nodes involved, resulting in high computational
complexity.

6. Conclusion and outlook

This paper addresses the challenge posed by large variations in cell
size, shape, and color in the localization task by reframing it as a
feature misalignment problem between cell images and location maps.
To tackle this issue, we propose a feature alignment network that
harnesses the adaptive feature aggregation capability of hypergraphs.
Our approach utilizes multi-scale hypergraphs to capture features with
diverse correlations in proximity to nodes and leverages hypergraph
neural networks to continuously aggregate and optimize node fea-
tures for effective feature alignment. Additionally, we introduce a
stepwise adaptive fusion module to extract useful feature information
at different levels more efficiently and adaptively. Through extensive
experiments, we demonstrate that our proposed multi-scale hypergraph
module significantly mitigates the feature misalignment, leading to
state-of-the-art performance in cell localization and counting tasks.

In future work, we plan to expand our research in two main di-
rections: (1) Task expansion of existing approaches. As evident from
Fig. 4, our approach of achieving feature alignment using hypergraphs
has shown significant improvements in cell localization task. Therefore,
our future plans involve extending this approach to a broader range
of object localization task, such as crowd localization, few-shot object
localization, and general object localization. (2) Technical refinement
of the multi-scale hypergraph attention module. As demonstrated in
Table 8, our proposed multi-scale hypergraph attention module out-
performs various attention mechanisms and deformable convolution
modules, indicating its substantial potential. In subsequent work, we
aim to further optimize this module to make it a more versatile foun-
dational component. These future directions align with our goal of
advancing both the applicability and technical sophistication of our
research.
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